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Abstract. In this study we investigate the performance of several RANS and hybrid LES/RANS turbu-
lence models using different CFD solvers (ANSYS Fluent, OpenFOAM and RapidCFD).The comparison

is realised on the basis of predicting the flow development downstream of a 90◦ bend, with a focus on

time-averaged velocity profiles up to approximately 31 times the pipe diameter D. The turbulence
models accuracy is evaluated by means of performance indicators and velocity profiles in comparison to

LDA measurements. It is demonstrated that all solvers produce the same results when the equal RANS

model and numerical schemes are used. Additionally the results demonstrate that the use of RANS
models is suitable as long as the location of interest is in the vicinity of the bend up to approximately

10 D downstream of the bend. With increasing distance, the accuracy of the RANS models decreases,

and the use of hybrid LES/RANS models is recommended.
Additionally the performance of three hybrid LES/RANS models is investigated: the stress-blended

eddy simulation (SBES) model as well as the Spalart-Allmaras-based and the k-ω SST-based improved
delayed detached eddy simulation (IDDES) models. All three models show enhanced results for a dis-

tance to the bend greater than 10D. Additionally, it is found that in this geometry configuration, the

IDDES models require a transient inlet in OpenFOAM and RapidCFD. The flow separation due to the
redirection inside the bend is too weak to generate turbulent fluctuations and a fast transition to full

LES mode in the separation region. Due to the turbulent excitation at the inlet, the RANS region down-

stream of the bend is distinctly reduced, resulting in an enhanced performance of the hybrid IDDES
models.

1. Introduction

Among the most popular solvers for computational fluid dynamics (CFD) in engineering are ANSYS
Fluent (Fluent), a commercial and user-friendly software package, and OpenFOAM (OF), an open source
code. Fluent offers customer software support and a detailed user’s guide, but comes at high licence
costs. In contrast, OF is free of charge and offers full access to the source code. It can be modified and
expanded for personal needs.
Although both solvers are based on the finite volume method, they differ in details of the numerics. Flu-
ent and OF feature most state-of-the-art turbulence models, including several Reynolds-averaged Navier
Stokes (RANS), large eddy simulation (LES) as well as hybrid LES/RANS models, but again differ in
details of the physical modelling.
A comparison of the Fluent and OF solvers was performed by Welahettige and Vaagsaether [1]. Em-
ploying RANS simulations, they investigated a gas-gas mixing process and found a higher mixing level
for OF due to higher predicted turbulence kinetic energy and diffusive properties. Also Balogh et al. [2]
compared the performance of Fluent and OF by RANS simulations of an atmospheric boundary layer
over complex terrains and found that OF showed better results, with the constraint that the authors
could not ensure the perfect consistency of the turbulence models. Moreover, Lysenko et al. [3] analysed
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several turbulent separated bluff-body problems with Fluent and OF using an unsteady RANS approach.
They found a good agreement between the results of the different solvers. Although different authors
compared the performance of the solvers OF and Fluent, no conclusive statement can be drawn, since
they yield different results. The main reason for the different results of OF and Fluent in the first two
mentioned references is probably due to different solver settings. In the present study the solver settings
are defined in an equal manner and the comparison is extended by the solver RapidCFD [4, 5] (RCFD)
that is shortly introduced in the next paragraph.
RCFD is a modified version of OpenFOAM 2.3.1 [6] from 2014 which works fully on graphical processor
units (GPUs). Due to the porting process, it features fewer linear solvers, turbulence models as well as
boundary conditions than more recent versions of OF. Reasonable results with RANS models are shown
by Nocente et al. [7] and Molinero et al. [8] for simulations of turbo-machinery and for a high speed flow
by Kurashov [9]. These studies showed a remarkable increase in speed of up to nine times compared
to CPU-based solvers, which makes GPU-ported solvers an attractive tool for solving computationally
expensive CFD problems.
Part of the present study is a comparison of the three above-mentioned CFD solvers by means of RANS
simulations. The test case used is the flow inside and downstream of a 90◦ pipe bend. The flow inside the
bend is redirected, yielding centrifugal forces that cause a shift of the core flow to the outer part of the
bend. This leads to a deflection of the outer fluid particles along the pipe wall towards the inner part of
the bend, resulting in two counterrotating secondary swirls being superimposed on the streamwise axial
flow. These structures are called Dean vortices [10] and remain downstream of the bend.
The flow characteristics downstream of a 90◦ bend are important, as this structural element is commonly
used in piping systems. The previously described flow conditions impose demands on flow meters in-
stalled downstream of non-straight pipe installations, as they are generally calibrated for fully developed
turbulent flows [11–16]. Based on the knowledge of the disturbed velocity profile gained from CFD sim-
ulations, correction algorithms for measurement devices can be developed. To enhance the acceptance of
such simulation-based algorithms, the accuracy and reliability of CFD simulations is of great importance.
It is well known that RANS models are less accurate than LES models in the prediction of secondary
flow. Although pure LES is feasible for large computational domains and high Reynolds numbers, it
demands high computational costs regarding hardware and time. To optimise the computational cost
and the accuracy, hybrid LES/RANS models can be used. They combine RANS in the wall region and
LES in the core flow. Various hybrid LES/RANS models can be developed by changing the underlying
turbulence models, as well as the size and location of the RANS regions and the transition from RANS
to LES. An overview of different hybrid approaches is given, for example, in Fröhlich and Terzi [17].
However, it is still not clear which combination of CFD solver and turbulence model is appropriate for a
specific application. In the present work, 90◦ pipe bend flow simulations are performed with combinations
of solvers and turbulence models to assess their accuracy. An overview of the conducted simulations is
given in Tab. 1.
There have been several investigations on the flow inside and downstream of a 90◦ bend, ranging from
CFD [18–25] to experimental studies [26–30]. Most of the investigations mainly focus on the flow inside or
in the vicinity of the bend. From the experimental studies it is known that the induced disturbances are
maintained downstream for a distance greater than 31 times the pipe’s diameter D [30]. Therefore, in this
paper, simulations of a 90◦ bend with a downstream pipe with a length of 42 times the pipe’s diameter D
are conducted as 31D corresponds to the last recorded plane in the experiment. Results of simulations
with the Fluent, OF and RCFD solvers using five different RANS and three hybrid LES/RANS models are
compared to laser Doppler anemometry (LDA) measurements by Straka et al. [30] at six cross-sectional
planes. To quantify the accuracy of the simulations, the L2

error of the difference of the mean axial velocity
profiles between the measurement and simulation data is calculated. Furthermore, the rotation strength
of the Dean vortices and the decay of this secondary motion with increasing distance to the 90◦ bend are
studied.
The paper is structured as follows: Firstly the simulation setup is described. It includes turbulence mod-
elling and the geometrical and numerical setup. Afterwards the performance indicators used to assess
the accuracy of the turbulence models are described. This is followed by the results and discussion of
the simulation outcome, which is divided into two focus areas. At first it is shown that the three tested
CFD solvers, Fluent, OF and RCFD, yield similar results on the basis of RANS simulations. Later, the
performance of the turbulence models (RANS and hybrid LES/RANS) is evaluated.
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2. Simulation setup

2.1. Turbulence modelling. Incompressible and isothermal flow motion can be described by the equa-
tions for the conservation of mass and momentum. The spatial and temporal resolution must be the size
of the smallest turbulent fluid structures in the flow to perform direct numerical simulations (DNS). As
DNS is not feasible for complex industrial applications, turbulence models are used to model the influence
of these turbulent structures on the mean/filtered flow field by adding a turbulent viscosity νt (Boussinesq
hypothesis). While RANS turbulence models resolve the mean flow characteristics only, LES turbulence
models resolve large flow structures. For both, the structure of the incompressible averaged/filtered
conservation equations is equal and reads in Einstein notation

∂ūi
∂xi

= 0 (1)

and
∂ūi
∂t

+ ūj
∂ūi
∂xj

= −1

ρ

∂p̄

∂xi
+

∂

∂xj

[
(ν + νt)

∂ūi
∂xj

]
, (2)

with ui = (u, v, w) being the velocity vector, xi = (x, y, z) being the Cartesian coordinate vector and p
the pressure; ρ and ν are the fluid’s density and kinematic viscosity, respectively. An overbar denotes a
Reynolds-averaged (RANS) or spatial filtered (LES) quantity. Gravity is not considered in this study.
For further details on general CFD terminology and turbulence modelling, the reader is referred to, for
example, Wilcox [31].
For a comparison of the solvers’ performance, the k-ω shear stress transport (SST) [32] and the Spalart-
Allmaras (SA) [33] RANS turbulence models are used. They are compared as the tested hybrid models
are based on them. Additionally, different variants of the k-ε model are tested in OF (standard, realizable
and Re-Normalisation Group (RNG)). The standard k-ε model is tested in high and low Reynolds wall
treatment. Furthermore, the k-ω model is used. The purpose of testing different RANS models in OF
is to show the performance of different RANS models. As the equal performance of the three solvers is
already shown by means of the SA and SST model, a realisation on all solvers is redundant. An overview
of the realised combinations of turbulence models and solvers is given in Tab. 1.

Table 1. Performed simulations.

Turbulence Model OpenFOAM ANSYS Fluent RapidCFD
Spalart-Allmaras X X X
k-ω SST X X -
k-ω X - -
standard k-ε X - -
realizable k-ε X - -
RNG k-ε X - -
SBES - X -
SST-IDDES X - -
SA-IDDES - - X

2.1.1. Stress-blended eddy simulation turbulence model. The stress-blended eddy simulation turbulence
(SBES) model is a hybrid LES/RANS method implemented in Fluent. It was set up using the SST RANS
model with standard coefficients, the Smagorinsky-Lilly LES sub-grid model [34] with a Smagorinsky
constant of CS = 0.1 and solver settings in accordance with Menter’s recommendations for wall-modelled
LES [35]. In its incompressible form, the turbulent viscosity νt for the SBES model is calculated by

νSBES
t = f νRANS

t + (1− f) νLES
t , 0 ≤ f ≤ 1 , (3)

with νRANS
t and νLES

t being the turbulent viscosity based on the underlying RANS and LES model,
respectively. In a transient run, both νRANS

t and νLES
t are calculated on the entire domain. A blending

function f is required to specify in which parts they are applied. Here, we used a location-dependent
blending function which is implemented with user defined function (UDF) in Fluent. This function was
defined and empirically verified for a segmental orifice plate (disturbance generator for the emulation of a
90◦ bend) in Straka et al. [36]. It tends towards zero with an increasing distance from the wall, resulting
in νSBES

t ∼ νLES
t in the core flow.

Although two additional equations need to be calculated on the entire mesh beyond the equation of the
LES model, the main benefit by means of computational cost is in the reduced grid size due to a coarser
scaling in the near wall region, as this part is covered by the RANS approach.
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2.1.2. Improved delayed detached eddy simulation model. While the SBES model blends νRANS
t and νLES

t

based on the distance from the wall, for the improved delayed detached eddy simulation (IDDES) models,
the transport equations of the turbulence quantities of the RANS models are modified themselves. For the
SA-based IDDES model, the original length scale in the destruction term is modified, yielding a decreased
turbulent viscosity νt as the length scale decreases [37]. For the SST version of the IDDES model, the
length scale in the dissipation term of the transport equation for the turbulence kinetic energy k is
modified, also leading to a reduced turbulent viscosity νt as the turbulent length scale is decreased [38].
For both model variants, the turbulent length scale is calculated based on

lIDDES = f̃d (1 + fe) lRANS +
(

1− f̃d
)
lLES. (4)

The empirical blending function f̃d is dependent on the normal distance to the closest wall dw and the
maximum local grid spacing hmax, ensuring RANS mode in the vicinity of the wall. The other empir-
ical blending function fe prevents a log-layer mismatch at the RANS and LES interface. According to
Gritskevich et al. [38], it can be set to zero for the SST variant of the model. For further details on these
two models, the reader is referred to Shur et al. [37] for the SA-based version and Gritskevich et al. [38]
for the SST-based IDDES model version.

2.2. Geometrical domain and mesh generation. The geometry and fluid properties are chosen
according to the experimental setup of the LDA measurements conducted in Straka et al. [30]. In the
experiment, the streamwise axial velocity component w (z-direction in Cartesian coordinates) and the
non-axial velocity component u (x-direction in Cartesian coordinates) are recorded at 303 measurement
points per plane with an expanded uncertainty of 0.5 % (k = 2) [39]. In total the velocity profiles at six
planes with increasing distance to the outlet of the bend are acquired. They are labelled as a multiple of
the pipe’s diameter D, namely 2.43D, 5.56D, 10.7D, 15.69D, 20.82D and 30.82D. A fully developed
turbulent flow upstream of the bend is ensured in the experiment by a ∼ 95D long straight smooth
pipeline.
The fluid under study is water at 30 ◦C. The Reynolds number is Re = 50 000, based on the pipe’s
diameter D = 0.1 m, and the mean averaged velocity wvol = 0.40035 m/s.
The bend has a curvature radius of rk = 1.425D. In the geometrical domain of the simulation, the
bend is connected to straight pipes with a length of 7 times the pipe’s diameter D upstream and 42D
downstream, respectively (see Fig. 1). Downstream of the bend, the wall facing the positive x-direction
is referred as the inner wall, and the one facing the negative x-direction as the outer wall. The additional
domain length was chosen to ensure that the results are not influenced by the inlet and outlet boundary
conditions.
For the mesh generation, the commercial ANSYS ICEM CFD 19.3 [40] software is used. All the meshes

Nφ Ny

42D

7D D

rk

z
x

inner wall

outer wall

inlet

Figure 1. Cross-sectional grid structure. Counting direction of mesh elements in the
radial direction Ny and the circumferential direction Nφ indicated by arrows. The green
line corresponds to the path where the maximum horizontal velocity, as well as the inves-
tigated velocity profiles are detected. ’Horizontal’ is in accordance with the orientation
in the LDA measurements [30], where the marked xz-plane is parallel to the ground.
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are structured hexahedral O-grids, as illustrated in Fig. 1. Mesh independence is studied by changing
the grid resolution in three steps by increasing the number of cells in the circumferential direction Nφ,
the radial direction Ny and the axial direction Nz. The medium resolution mesh is based on general
guidelines for mesh generation, the finer and coarser meshes were adjusted according to this resolution.
The height of the first cell close to the wall is set to correspond to a dimensionless wall distance of
y+ ∼ 2.5. Additionally, the medium resolution meshes are tested with a dimensionless wall distance of
y+ ∼ 0.25. These y+-values are calculated based on the assumption of a fully developed pipe flow. The
results of the CFD simulations yield y+ values of average 3 (max. 7) and 0.3 (max. 0.6), respectively,
for the used grid resolutions. While the average is approximately constant for all turbulence models,
the maximum value varies. The given value corresponds to the maximum value of all simulations. Still
this one is in the valid range for the usage of continuous wall functions. The quality of the grids is
evaluated based on ANSYS ICEM CFD’s criteria Quality and Aspect Ratio [40]. The minimum quality
of the poorest cell Qualitymin and the maximal aspect ratio ARmax are included for each mesh in Tab. 2.
Too save computational costs and also due to asymmetric profiles of RANS simulations with the SST
model (see Section 4), for each resolution step, there is a RANS mesh covering the entire domain (mesh
type b) and half of it applying a symmetry plane (mesh type c). This symmetry plane is in the xz-plane
cutting the origin of the Cartesian coordinate system. Due to RCFD’s inability to handle symmetric
boundary conditions the RANS mesh covering the entire domain (mesh type b) is necessary. In each
resolution step, the difference in the RANS (b and c) and hybrid (a) mesh is mainly in the resolution in
the axial direction Nz. Additionally, there is a mesh to test the k-ε model with a wall function (mesh2d)
and a mesh with an expanded upstream pipe of 50D to investigate the influence of transient turbulent
fluctuations at the inlet on the IDDES models (mesh2e). All grids are summarised in Tab. 2.

Table 2. Grid parameters.

name Nhexa/106 Qualitymin ARmax Nφ Nz/D Ny y+ domain description ∆t [s]
1a 1.97 0.732 19.2 80 25 30 2.5 full coarse 0.0025
1b 1.15 0.725 47.7 80 10 - 25 23 2.5 full coarse -
1c 0.61 0.732 49.5 80 10 - 25 30 2.5 half coarse -
2a 5.75 0.798 14.1 120 35 35 2.5 full medium 0.002
2b 2.94 0.799 48.4 120 10 - 35 35 2.5 full medium -
2c 1.48 0.798 49.7 120 10 - 35 35 2.5 half medium -
2d 1.61 0.796 6.45 120 10 - 35 22 30 full medium -
2e 10.63 0.796 14.6 120 35 35 2.5 full medium 0.002
3a 8.79 0.798 141 120 35 49 0.25 full medium 0.002
3b 4.49 0.799 484 120 10 - 35 49 0.25 full medium -
3c 2.26 0.798 479 120 10 - 35 49 0.25 half medium -
4a 19.92 0.794 9.8 200 50 42 2.5 full fine 0.001
4b 8.31 0.794 48.9 200 10 - 50 51 2.5 full fine -
4c 4.20 0.799 49.8 200 10 - 50 42 2.5 half fine -

2.3. Numerical setup. To create comparable results, similar choices for the numerical setup were made.
Despite having slightly different discretisation schemes for time and space that are available at the specific
solvers, only the second-order accurate numerical schemes are chosen for the present simulations. For
the momentum equation we used the linear scheme (central difference) for all solvers. For the turbulent
quantities different high resolution divergence schemes were used for specific solvers, which is not critical
for scale resolving simulations [35,41]. The time step for the transient simulations was chosen to stick to
a maximal Courant number of 1 (CFLmax < 1) yielding the time steps listed in Tab. 2. The averaging
process starts at 12 s so that the flow passes the whole domain once before the averaging starts. Due
to the larger computational domain of mesh2e, the averaging process starts at 24 s for this mesh The
averaging time for the transient simulations is 60 s. This averaging interval was set as the change in the
results for longer averaging intervals is smalls. This was evaluated for the SA-IDDES turbulence model
on mesh2a and mesh2e in RCFD. For both cases the simulations were performed for an averaging interval
of 180 s. The change of the L2

error over time can be found in Fig. 11.
The non-linear equation system is solved using the SIMPLE algorithm for the steady-state simulations
and the PIMPLE algorithm (OF-algorithm based on SIMPLE and PISO algorithm; OF and RCFD) and
the transient SIMPLE algorithm (Fluent) for the transient simulations.
The simulations with the SBES hybrid model are conducted with the ANSYS Fluent Release 19.3 software
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[42]. The IDDES models are performed on OpenFOAM R©v1812 [43] (SST-based) and RapidCFD [4] (SA-
based), with default settings defined in the respective CFD solver.

2.4. Boundary conditions. For the RANS simulations, a mean fully developed turbulent flow profile
is prescribed at the inlet. Velocity components and turbulence quantities are specified at the inlet taken
from precursor simulations. This is done as a length of 7D wouldn’t be enough to achieve a fully developed
velocity profile from a mean flow rate. This approach is used for the IDDES models as well, as done
by Shur et al. in [37] for the backward-facing step for the SA-IDDES hybrid model. The IDDES model
should work in RANS mode in the attached boundary layer upstream of the bend and is supposed to
switch to LES mode due to the separation downstream of the bend in the core flow.
Additionally, it was tested whether a turbulent transient inlet condition influences the results with the
IDDES models. Initial investigations with OF’s/RCFD’s turbulentInlet with a fluctuationScale of (0.4
0.1 0.1) are presented. This boundary condition generates a random fluctuating inlet condition by adding
a fluctuation to a mean field. As only random perturbation is prescribed, the pipe’s length upstream of
the bend was extended to a total length of 50D. This ensures that the fluctuations develop towards a
realistic fully turbulent profile entering the bend.
For the SBES model, a turbulent, unsteady fluctuating boundary condition is required to cause reasonable
results. Fluent’s vortex method based on [44] is used to generate a turbulent, unsteady inlet condition.
The domain walls are assumed to be hydraulically smooth, and for the velocity, a no-slip boundary
condition is chosen. For the turbulence kinetic energy k, a value of zero is set at the wall. The specific
dissipation rate ω is calculated based on the dimensionless distance to the wall y+ using the continuous
wall function based on [45]. A continuous wall function was chosen for the dissipation of turbulent kinetic
energy ε for the ε-based models as well. The turbulent viscosity νt is calculated from the other turbulence
quantities for the two-equation models, whereas Spalding’s continuous wall function [46] is used for the
one-equation SA model.

3. Performance indicators

For a comparison of the agreement of the velocity profiles in the axial direction z on a cross-sectional
plane, the percentage normalised L2

error of the difference between measurement and simulation results is
calculated according to

L2
error :=

√√√√√ 1

A

A∫
(wLDA − wCFD)2 dA · 100 %, (5)

where wLDA and wCFD denote the normalised mean axial velocity component of the LDA measurements
and CFD simulations, respectively; A is the cross-sectional area of each plane. All reported velocity
components are normalised by the spatial mean volumetric axial velocity wvol of the CFD simulations
and LDA measurements, respectively, due to little variations in wLDA

vol .
The second evaluated performance indicator is the maximum horizontal velocity umax [30]. It is an
approximation of the swirling velocity of the Dean vortices. It is defined as the ratio of the maximal
magnitude of the velocity component u along the horizontal path at y = 0 (depicted in green in Fig. 1)
to the volumetric velocity in the axial direction wvol. The equation reads

umax :=
max(|uy=0|)

wvol
. (6)

Other authors use the swirl intensity IS based on [47] to evaluate the swirling intensity of the Dean
vortices. A modified version taking only one secondary component into account was analysed as well. It
shows similar results to umax and confirms the validity of umax as a measure of the swirling intensity of
the Dean vortices.

The performance indicators are examined at six downstream planes, with increasing distance to the
bend, that correspond to the ones from the LDA measurements.

4. Results and discussion

4.1. RANS turbulence models. For the RANS simulations, the SST model shows no considerable
grid dependence on the tested meshes. This is true for all CFD solvers used. For the SA model, a
minor level of dependence on the near-wall grid resolution has been found. There are minor variations in
the performance indicators and the velocity profiles, but they are negligible compared to the variations
between the turbulence models. The results are included in Fig. 12.
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For meshes covering the entire domain (mesh type b), it has been found that SST RANS simulations
lead to asymmetric results for meshes of medium and fine resolution, using second-order accuracy for the
space discretisation. This holds for all tested solvers. However, the reason for the asymmetric profiles
has not been completely clarified.
To overcome this, grids covering half of the domain (section facing the positive y-direction) were generated
and tested (mesh type c). As they mirror the domain, the result is forced to be symmetric. This approach
was used for the SST model for the Fluent and OF solvers. RCFD does not feature the symmetric
boundary condition and is therefore excluded.
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Figure 2. Comparison of CFD solvers and turbulence models. Mesh: 3b (SA, k-ε, k-ω)
and 3c (SST). (a) L2

error and (b) maximum horizontal velocity umax over the normalised
distance downstream of the bend z/D. For better visualisation, the values evaluated at
the marked positions are connected by lines. LDA measurements by Straka et al. [30].

It is shown that the CFD solvers used (Fluent, OF and RCFD) generate comparable results. The
performance indicators are illustrated for the SA and SST RANS turbulence models for the different
solvers in Fig. 2. In (a), the percentage L2

error is plotted over the normalised distance to the bend z/D,
in (b), we see the maximum horizontal velocity umax. For both performance indicators, it is shown
that there is a good agreement between the CFD solvers, and they produce similar results, using equal
solver settings. The SA model shows the lowest values for the L2

error with a value of about 3 % in the
first three cross-sections in proximity to the bend (2.43D to 10.7D). From there on, the values increase
proportionally to the distance to the bend up to 6 % at 30.81D. The same course of the L2

error is found for
the SST and k-ω model. In the vicinity of the bend, the value decreases from 5 % and 7 %, respectively,
to the lowest value of about 3 % at 10.7D and increases with further distance to the bend. While the
curve of the k-ω model overlaps with the one of the SA model, the values of the SST model are about
1 % higher.

The k-ε models differ the most from the other ones. This tendency has been found for all tested vari-
ants (standard version with high and low Re wall treatment, realizable, RNG). For reasons of clarity, only
the results of the standard k-ε model (low Re wall treatment, mesh3b) are presented within the paper, as
this model shows the best results by means of the performance indicator umax. The results of the other
ε-based models are attached in Fig. 13. The L2

error for the standard k-ε model is at a constant high level
of about 7 % in a distance range from approximately 5 to 20 times the pipe’s diameter D downstream of
the bend. For the last evaluated plane, the value drops and shows the lowest value of about 4.5 %. The
high values up to 20D are mainly due to a steeper flow profile close to the wall and therefore a higher
maximum velocity in the axial direction z, as can be seen in Fig. 3. In this figure, the profiles of the
normalised axial velocity component w/wvol at horizontal position y = 0 at six downstream positions
(2.43D . . . 30.82D) for the RANS turbulence models as well as the LDA measurement are plotted. It
can be seen from this figure that the tested RANS models (except k-ε) show similar results for the flow
profiles in the axial direction. All the models have in common that they underestimate the redirection
of the axial flow profile towards a fully developed pipe profile compared to the LDA measurements. The
focus of the core flow stays on the side of the outer wall (negative x-direction), leading to an increased
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Figure 3. Comparison of RANS turbulence models. Flow profiles of the axial velocity
component w normalised with the volumetric velocity wvol at six axial positions down-
stream of the bend over the normalised radius x/R. Horizontal position y = 0. LDA
measurements by Straka et al. [30].

L2
error with a growing distance to the bend (see Fig. 2(a)).

The high L2
error of the k-ω turbulence model in plane 2.43D is mainly due to an underestimation of the

displacement of the core flow towards the outer wall (negative x-direction) that is indicated in Fig. 3
(2.43D).
With increasing distance to the bend, the swirling intensity of the Dean vortices decays. This is ob-
servable by the decreasing maximum horizontal velocity umax, see Fig. 2(b). umax is plotted over the
normalised distance to the 90◦ pipe bend z/D for the four RANS turbulence models in comparison to
the LDA measurements. While the k-ε model is in good agreement with the LDA measurement and
follows its decay from 0.29 at position 2.43D to 0.01 at position 30.81D, the other models overpredict
the maximum horizontal velocity umax and therefore the swirling velocity of the Dean vortices.

4.2. Hybrid LES/RANS models. In the following, the results of the hybrid LES/RANS simulations
are presented and discussed. The results of the hybrid models correspond to an averaging interval of 60 s,
unless otherwise stated.

4.2.1. Grid dependence. In contrast to the RANS models, the hybrid models used do show grid depen-
dence on the tested meshes. For the SBES model, it has been found that the near-wall resolution has
an impact on the simulation results. For a smaller height of the first cell adjacent to the wall (mesh3a),
the results are slightly improved, indicated by a decreased L2

error by ∼ 0.5 % in each recorded plane,
compared to a mesh with a coarser grid resolution in the vicinity of the wall (see Fig. 4 (a)). For all mesh
resolutions, the L2

error is the highest in the first two compared planes that are the closest to the bend. The
value decreases till approximately 10D downstream of the bend and stays nearly constant afterwards.
For the SST-IDDES model, no tendency has been found for the whole domain. While the mesh with a
fine near-wall resolution gives better results for a distance to the bend smaller than 10D regarding the
L2
error, the results are worse with a growing distance (Fig. 6 (a)), but the overall dependence is weak. For

the SA-IDDES model, the grid dependence has been found for the last two recorded planes (Fig. 5 (a)).
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In this region, the L2
error of the results generated on the finest mesh (mesh4a) is higher than the ones of

the other meshes. For the other recorded planes, the differences are less distinct. For the coarsest grid
(mesh1a), the IDDES models, both the SA-based and SST-based, fail to give reasonable results. The
errors are beyond 10 %. Therefore, the results are excluded from the figures.

The strength of the secondary Dean vortices is less influenced by the grid resolution. Considering
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Figure 4. Comparison of different mesh resolutions according to Tab. 2. Turbulence
model: SBES (a) L2

error and (b) maximum horizontal velocity umax over the normalised
distance downstream of the bend z/D. For better visualisation, the values evaluated at
the marked positions are connected by lines. LDA measurements by Straka et al. [30].
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Figure 5. Comparison of different mesh resolutions according to Tab. 2. Turbulence
model: SA-IDDES (a) L2

error and (b) maximum horizontal velocity umax over the nor-
malised distance downstream of the bend z/D. For better visualisation, the values
evaluated at the marked positions are connected by lines. LDA measurements by Straka
et al. [30].

the maximum horizontal velocity umax (Fig. 4 (b), Fig. 5 (b), Fig. 6 (b)), the grid dependence is less
pronounced for all hybrid model variants.

4.2.2. Comparison of turbulence models. Despite these grid dependencies, distinct differences between
the models have been found that surpass the influence of the grid. To better compare the models, the
following reported results correspond to the medium resolution grid with a y+-value of 2.5 (mesh2a).
Comparing the contour plots of the normalised axial velocity w/wvol for six downstream positions
(2.43D . . . 30.82D) of the tested hybrid LES/RANS models (Fig. 7), it can be seen that the SBES model
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Figure 6. Comparison of different mesh resolutions according to Tab. 2. Turbulence
model: SST-IDDES (a) L2

error and (b) maximum horizontal velocity umax over the nor-
malised distance downstream of the bend z/D. For better visualisation, the values
evaluated at the marked positions are connected by lines. LDA measurements by Straka
et al. [30].

surpasses both IDDES model variants with a steady inlet conditions in a distance range from 10.7D to
30.82D. While the horseshoe shape, caused by the Dean vortices and the displacement of the core flow
due to the centrifugal forces inside the bend, is still visible for the IDDES models with steady inlet up
to a distance of 30.82D, it is dissolved for the SBES model, and there is a good agreement between the
simulation results and the LDA measurement.
Also in terms of the L2

error (see Fig. 8 (a)), the good performance of the SBES model for a downstream
distance to the bend greater than 10D is observable. A L2

error below 2 % denotes an accurate result,
keeping in mind that L2

error will not reach zero as there is still uncertainty in the measurements.
Regarding the L2

error, the hybrid IDDES models with steady inlet conditions are less accurate with an
increasing distance to the bend in the interval from approximately 10 to 31D, especially in comparison
to the SBES model. While all models show comparably good results at position 10.7D, the results of
the IDDES simulations and the LDA measurements deviate with a growing distance to the bend. This
is caused by the inability of the IDDES models to re-form a fully developed flow profile and dissolve
the secondary motion, illustrated in Fig. 9. For the IDDES models with a steady inlet condition, it is
observed that the centroid of the velocity profile stays in the outer part of the pipe (negative x-direction),
resulting in an increased L2

error. There is nearly no difference to the results of the corresponding RANS
models. For the SBES model, it has been found that with a growing distance from the bend (z > 10D),
the w/wvol flow profile converges towards the profile recorded in the LDA measurement and can hardly be
distinguished from it. This differs close to the bend at the distance 2.43D. At this downstream position,
the SBES model shows the poorest results regarding the L2

error of the tested hybrid LES/RANS models.
This is mainly due to an underprediction of the displacement of the core flow towards the outer pipe wall
(negative x-coordinates), as can be seen in Fig. 9 (2.43D). In comparison, the flow profiles of the IDDES
models in the first recorded plane (2.43D) are similar in the magnitude and shape of the flow profile’s
maxima and similar to the LDA measurement.
While the tested RANS models tend to overpredict the maximum horizontal velocity umax, the hybrid
LES/RANS models underpredict umax in the distance range till approximately 10D, see Fig. 8(b). In
this area, the SA-IDDES model shows the best results. With a growing distance, the results of this
model deviate from the LDA measurements. For z/D > 10, the maximum horizontal velocity umax and
therefore the rotation strength of the Dean vortices is higher for the SA-IDDES models than for the
LDA measurement. The same tendency is found for the SST-IDDES hybrid model. As with the L2

error,
the SBES model shows inaccurate results regarding the maximum horizontal velocity umax in the planes
closest to the bend. The SBES model clearly underpredicts the rotation strength of the Dean vortices
close to the bend. However, further downstream it approaches the value of the LDA measurements.

As a measure for the RANS and LES region, the value of the turbulent viscosity νt can be used. It
is higher in the RANS region and tends towards zero at the wall. In Fig. 10, the turbulent viscosity
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Figure 7. Contours of the axial velocity component w normalised with the volumetric
velocity wCFD

vol and wLDA
vol , respectively. Each column represents one downstream position

with increasing distance to the bend as a multiple of the pipe’s diameter D.
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connected by lines. LDA measurements by Straka et al. [30].
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Figure 9. Comparison of different hybrid LES/RANS turbulence models. Flow profiles
of the axial velocity component w normalised with the volumetric velocity wvol at six
axial positions downstream of the bend over the normalised radius x/R. Horizontal
position y = 0. LDA measurements by Straka et al. [30].

νt over the normalised radius x/R at the horizontal position y = 0 for six downstream axial positions
(2.43D . . . 30.81D) is plotted. The values of the IDDES hybrid models correspond to the mean value,
while the values of the SBES model correspond to the instantaneous values at a time step of 60 s. As this
model has a fixed transition function from the RANS to the LES region, the lack of an averaged value is
manageable, and the comparison is still meaningful.
In the vicinity of the 90◦ bend (z = 2.43D), both IDDES models with steady inlet conditions feature
a large RANS region close to the wall. The RANS region covers approximately 2/3 of the cross-section
area. Additionally, it can be observed that, for the same mesh resolution, the value of νt in full LES
mode (core flow) has different values for the tested hybrid LES/RANS models. For the SBES model, the
value is the lowest; for the SST-IDDES model, it is the highest (see Fig. 10). With an increasing distance
to the bend, the value of νt of the SA-IDDES model in the LES region converges towards the one of the
SBES model. Also, the size of the RANS region shrinks for this model with an increasing distance to the
bend, and this model tends towards a wall-modelled LES. This results in a similar shape and height of
the νt profiles over the normalised radius x/R at the distance 30.82D for the hybrid models SA-IDDES
and SBES.
The RANS region of the SST-IDDES model does not shrink as fast as with the SA-IDDES model. Ad-
ditionally, the value of νt in the LES region is at least four times higher than for the SBES model in all
planes.

4.3. Influence of inlet conditions on IDDES models. All the previously presented results of the
IDDES models correspond to a steady, fully developed inlet condition. In the following, the influence
of an unsteady fluctuating inlet is discussed. To generate persistent fluctuating scales in OF and RCFD
using the turbulentInlet boundary condition, high excitation at the inlet is required. Additionally, the
turbulent viscosity νt for the SA-based model and the turbulence kinetic energy k for the SST-based
model must be set to a low value at the inlet. Otherwise all prescribed fluctuations dissipate.
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Figure 10. Turbulent viscosity νt over the normalised pipe radius x/R at horizontal
position y = 0 and six axial positions with increasing distance to the bend for the tested
hybrid LES/RANS turbulence models. Mesh: 2a/2e.

In Fig. 8, the performance indicators for the simulation of the SA-based and SST-based IDDES turbulence
model with and without turbulent excitation at the inlet, in contrast to the SBES model, are illustrated.
Compared to the former results (SA-IDDES and SST-IDDES with a steady inlet), the simulation results
are enhanced regarding the L2

error for all recorded planes. The turbulent excitation at the inlet leads to
similar results for all hybrid models for a distance of z >10D. This is also visible in the contour plots
in Fig. 7. With unsteady turbulent inlet conditions for the IDDES models, the horseshoe shape of the
profile is dissolved as with the SBES model and LDA measurement.
Regarding the performance indicator umax, the results are inferior to the former results with a steady
inlet for a distance range till approximately 10D. The swirling intensity is underestimated close to the
bend with the fluctuating inlet (see Fig. 8 (b)).
The main reason for the difference is in the changed transition from the RANS to the LES region close to
the bend. To put it more precisely, the main reason is due to the smaller RANS region for the simulation
with the unsteady inlet condition near the bend, compare Fig. 10. The unsteady turbulent inlet results in
a notably smaller RANS region close to the bend. It can be concluded that without turbulent excitation
at the inlet, the separation induced by the bend is too weak to enable realistic turbulent fluctuations
and a fast transition to a turbulent regime, which should result in a LES region in the separation zone.
Therefore, the hybrid IDDES models require an unsteady inlet condition for this specific geometry to
show an improvement compared to pure RANS results.

5. Summary

In this study, the performance of several RANS and hybrid LES/RANS turbulence models with dif-
ferent CFD solvers has been tested in terms of their ability to reproduce the flow downstream of a 90◦

pipe bend. The focus has been on the temporal mean profiles downstream of the bend up to approxi-
mately 31 times the pipe’s diameter D. The performance of the models has been evaluated by means
of two performance indicators (L2

error and maximum horizontal velocity umax) as well as a comparison of
velocity contours at six different positions downstream of the bend. For the hybrid LES/RANS models,
the evaluation is extended by the comparison of the turbulent viscosity νt as an indicator for the RANS
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and LES region.
It has been shown that the free and open source CFD software packages OpenFOAM and RapidCFD
can cope with the commercial ANSYS Fluent software. For the test case of a 90◦ pipe bend, they yield
comparable results, using the same RANS turbulence models (SA and SST).
Whether the use of a hybrid turbulence model associated with a higher computational cost is beneficial,
is dependent on the investigated distance to the bend. As the RANS simulations lack the ability to
dissipate the secondary motion in the flow, the rotating Dean vortices remain stronger in the flow further
downstream. Additionally, the centroid of the fluid stays outside the pipe centre, and a reshaping towards
a fully developed flow profile is deferred, compared to the LDA measurements. The RANS simulations
are less accurate than the tested hybrid models in reproducing the flow in a pipe downstream of a 90◦

bend with a distance to the bend greater than approximately 10D.
Nevertheless, the RANS simulations show slightly better results in a distance range from 2.43 to 10.7D.
In this range, the displacement of the core flow, as well as the strength of the rotation of the Dean vor-
tices, is captured by the RANS models in an equal or even more accurate way than by the tested hybrid
LES/RANS models. The best RANS model regarding the performance indicator umax is the standard
k-ε model, but it underestimates the displacement of the core flow towards the outer wall, leading to a
higher L2

error. Additionally, it shows more inaccurate results comparing the shape of the flow profile in
the axial direction z, as it overpredicts the maximal axial velocity w far downstream of the bend, leading
to a steeper flow profile. In terms of the performance indicator L2

error, the SA model shows the best
results of the tested RANS models in the vicinity of the bend.
In a downstream interval of 10.7 to 30.82 D, the hybrid SBES model surpasses the RANS models as
well as the IDDES models with a steady inlet condition. This model shows good results in terms of the
L2
error, as an indicator of the agreement of the velocity profiles in the streamwise direction z between the

simulation and the measurement. The depletion of the bend-induced disturbances (Dean vortices and
shift of fluid centroid towards the outer wall) is well captured by the SBES model.
For the hybrid IDDES models, it has been found that a turbulent transient inlet condition is required
to show accurate results, comparable to the SBES model for z/D >10. In the vicinity of the bend, the
IDDES models show even better results than the SBES model. The improved results are mainly due to
a reduced RANS region downstream of the bend.
Moreover, it has been found that for the SBES model, a fine near-wall resolution is beneficial, whereas
the overall mesh resolution has a lower influence on the model’s performance in terms of the L2

error. For
the IDDES models, no clear tendency of the influence of the grid resolution has been found, but for the
coarsest mesh resolution (mesh1a), the results are not reasonable with a steady inlet.
For almost all the tested turbulence models, both RANS and hybrid LES/RANS, the best agreement
between the measurement and the simulation is at position 10.7D downstream of the bend, evaluated in
terms of the L2

error.
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Appendix A. Additional Results
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Figure 11. Mean L2
error over averaging time t. Turbulence model: SA-IDDES. Solver: RCFD.
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